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RESUMO

Camurca, D. S. Deteccao de cadastro telefonico desatualizado por meio de
respostas de SMS transacionais. 2023. 54p. Monografia (MBA em Inteligéncia
Artificial e Big Data) - Instituto de Ciéncias Mateméticas e de Computagao, Universidade
de Sao Paulo, Sao Carlos, 2023.

Este trabalho investiga a aplicagao de técnicas de classificacao de texto para otimizar a
comunicagao via SMS entre empresas e clientes, com o objetivo de identificar necessidades
de atualizacdo cadastral. Considerando a relevancia do SMS em transagoes empresariais e
a importancia da manutencao de cadastros atualizados para a conformidade com a LGPD,
diferentes modelos, incluindo SVM e BERT, foram explorados para analisar mensagens
em linguagem natural. O BERT demonstrou superioridade em todas as métricas avaliadas,
estabelecendo-se como referéncia para tarefas similares. Contudo, aspectos como custo
e personalizacao sdo fundamentais na selecdo do modelo, sendo o Random Forest uma
alternativa viavel. Este estudo proporciona insights significativos para a implementacao
de solugoes eficientes de classificacao de texto em SMS, representando um recurso valioso

para empresas e pesquisadores.

Palavras-chave: SMS. Classificagdo de Texto. BERT. Atualizacao Cadastral. LGPD.






ABSTRACT

Camurca, D. S. Detection of outdated phone records through transactional
SMS responses. 2023. 54p. Monograph (MBA in Artificial Intelligence and Big

Data) - Instituto de Ciéncias Matematicas e de Computagao, Universidade de Sao Paulo,
Sao Carlos, 2023.

This study investigates the application of text classification techniques to optimize SMS
communication between companies and clients, aiming to identify needs for registration
updates. Given the significance of SMS in business transactions and the importance of
maintaining updated registers for compliance with LGPD, different models, including SVM
and BERT, were explored to analyze messages in natural language. BERT demonstrated
superiority in all evaluated metrics, establishing itself as a reference for similar tasks.
However, aspects such as cost and customization are crucial in model selection, with
Random Forest being a viable alternative. This study provides significant insights for
implementing efficient text classification solutions in SMS, serving as a valuable resource

for companies and researchers.

Keywords: SMS. Text Classification. BERT. Registration Update. LGPD.
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1 INTRODUCAO

1.1 Contextualizacao

O Short Message Service (SMS), é uma das formas mais antigas e populares de
comunicacao maével, permitindo o envio de mensagens curtas de texto entre dispositivos
moveis (BROWN; SHIPMAN; VETTER, 2008). Apesar de terem sido substituidos em
grande parte pelos aplicativos de mensagens instantaneas, como o WhatsApp, Telegram e
o Messenger, muitas empresas ainda utilizam o SMS como uma forma de comunicagdo com
seus clientes, como confirmagoes de transagoes, lembretes, cobrancgas e envio de codigos
de seguranca (MKOM, 2022). Além disso, segundo Shakeel, Karim and Khan (2019), o
SMS ¢ um canal amplamente utilizado para a coleta de feedback dos consumidores para

mensuracao da qualidade dos servicos oferecidos.

Entretanto, em algumas aplicacoes, o uso do SMS como canal para comunicacao e
coleta de informagoes pode apresentar desafios para as empresas, principalmente quando as
respostas dos clientes correspondem a textos escritos em linguagem natural. Um exemplo
disso ocorre quando o cliente recebe uma mensagem da empresa, como uma cobranca, e
responde a mensagem informando que nao é o devedor da cobranca, evidenciando uma
situacao de cadastro desatualizado (THINKDATA, 2022). Para evitar problemas como esse,
é crucial que as empresas sejam diligentes na manutencao dos cadastros de seus clientes,
seja por meio da atualizacao frequente dos dados cadastrais ou através das respostas
aos SMS para identificar a necessidade de atualizagdo do cadastro. No entanto, o grande
volume de mensagens de texto recebidas e a natureza nao estruturada dos dados textuais
tornam o processo de classificagao e processamento dessas mensagens um desafio adicional
para as empresas (ABAYOMI-ALLI et al., 2019).

Existem varias ferramentas disponiveis para classificar textos em geral, Google
Cloud NLP, Amazon Comprehend, IBM Watson NLP, Microsoft Azure Text Analytics,
NLTK, Hugging Face Transformers e ChatGPT (OpenAl). Cada uma dessas solugoes
apresenta beneficios e desafios. As plataformas de grandes empresas como Google, Amazon,
IBM e Microsoft oferecem recursos avancados e modelos robustos, porém podem ser caras
para grandes volumes de dados e, por vezes, menos personalizaveis ou menos adequadas
para problemas muito especificos, como a deteccao de cadastros telefonicos desatualizados.
Por outro lado, bibliotecas como NLTK e Hugging Face Transformers oferecem maior
flexibilidade, com a NLTK requerendo maior trabalho de desenvolvimento e a Hugging
Face podendo ser excessiva para problemas mais simples ou ainda, requerendo uma grande
quantidade de exemplos de treinamento e poder computacional para fazer o ajuste fino
(fine-tuning) dos modelos. O ChatGPT (OpenAl) pode ser ttil para a classificagdo de

respostas de SMS, embora seja menos personalizavel e possivelmente mais caro, dependendo
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do volume de uso e do modelo sendo utilizado.

E valido ressaltar que muitas dessas solucdes pré-prontas e modelos pré-treinados
sao otimizados para textos em inglés, o que pode resultar em desempenho insatisfatério
quando aplicados a textos em portugués. Esse viés linguistico pode ser particularmente
problematico para empresas e aplicagdes que operam em paises de lingua portuguesa, pois
a acuracia na classificacao de textos e a eficacia na deteccdo de cadastros desatualizados

podem ser comprometidas.

1.2 Inovacao e Proposta de Solucao do Problema

Com a crescente popularidade das mensagens de texto em comunicagoes transaci-
onais entre empresas e clientes, a classificagdo manual das mensagens dos clientes pode
ser um processo demorado e custoso e propenso a erros. Nesse contexto, a aplicagao de
técnicas de classificagao de textos pode ser uma solugao eficiente, permitindo a automacao
da classificagao e andlise de grandes volumes de mensagens de texto (AGGARWAL, 2018).
E importante destacar que as solucdes oferecidas pelas empresas atuais podem enfrentar
desafios ao lidar com situagoes especificas que envolvem a classificacdo de mensagens
de texto enviadas por SMS, como limitacoes linguisticas, custos, poder computacional e

customizagao limitada.

Neste trabalho de conslusao de curso, sera instanciando um processo para classifi-
cagdo automatica de textos cujo objetivo é indentificar as melhores técnias em cada etapa
do processo para obter um modelo de deteccao de cadastros telefonicos desatualizados por
meio de respostas de SMS transacionais escritas em portugués. Adicionalmente, a solugao
proposta fard uso de bibliotecas gratuitas disponiveis na internet, tornando o projeto nao
apenas inovador, mas também acessivel para empresas que buscam melhorar a qualidade

da comunicacao com seus clientes sem incorrer em altos custos.

Além disso, manter o cadastro de clientes atualizado é fundamental para garantir
a conformidade com a Lei Geral de Protegao de Dados (LGPD), que entrou em vigor em
setembro de 2020. Essa lei tem como objetivo proteger a privacidade e os dados pessoais
dos cidadaos brasileiros, e impoe as empresas diversas obrigagoes em relagao ao tratamento
desses dados, de acordo com o Art. 1° da Lei n® 13.709, de 14 de agosto de 2018 (Brasil,
2018). Portanto, a detec¢ao de cadastros desatualizados por meio de respostas de SMS
transacionais pode ser uma ferramenta importante para ajudar as empresas a manter seus

registros atualizados e em conformidade com as normas de protecao de dados.
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2 FUNDAMENTACAO TEORICA

A classificagao automaética de textos é uma area de estudo que tem como objetivo
automatizar a tarefa de atribuir uma ou mais categorias a um texto, com base no seu
conteido (AGGARWAL, 2018). Segundo Jurafsky and Martin (2009), a classificacao
automatica de texto pode ser definida como um processo que consiste em aprender uma
funcao de mapeamento que associa um vetor de caracteristicas extraido do texto a uma

ou mais classes pré-definidas.

Na Figura 1 é apresentado um pipeline para a classificacao de textos, isto é, para
construir um modelo de classificagdo capaz de atribuir automaticamente categorias a textos
nao estruturados (NASEEM et al., 2021). Nas préximas segoes serdao apresentadas as
fundamentagoes tedricas a respeito de cada etapa do pipeline, sendo elas: i) Unstructured,
Low Quality Text, ii) Text Representation, iii) Classification e iv) Classification Performance

Fuvaluation comecando pela coleta de dados até as métricas de validacao do modelo.

Figura 1 — Pipeline de Classifica¢ao de texto. Fonte: Baseado em (NASEEM et al., 2021)

‘ Coleta de
Dados

Pipeline para Classificagdo de Texto

Pre- Extrag&o de L
prozes;an;ento Caracteristicas ) Classificagao
e Texto

Representacdo de Texto

2.1 Coleta de Dados

Antes do pré-processamento, da extracao de caracteristicas, e da classificacao em
qualquer fluxo de trabalho de analise de texto, a primeira fase envolve a coleta ou sele¢ao
de dados existentes. Na maioria das aplica¢oes de classificagao de texto, os dados coletados
ou selecionados inicialmente sao frequentemente nao estruturados e em algumas situagoes,
de baixa qualidade. Isso significa que os textos podem ser oriundo de varias fontes e terem
diferentes formatos e contetidos, como publicagdoes em midias sociais, resenhas de produtos,

e-mails, SMSs e documentos eletronicos em geral.

Como mencionado anteriormente, dependendo da aplicacao, textos podem ter
ruidos, como erros ortograficos e caracteres que ndo compoem a gramatica da escrita. Para
ilustrar, na Tabela 1, sdo apresentados 10 exemplos de respostas de SMS de baixa qualidade
provenientes de diversos servicos de uma empresa varejista. Estes exemplos representam a
natureza inicialmente nao estruturada e ruidosa dos dados coletados na primeira fase de um

fluxo de trabalho de anélise de texto. Os textos mostram uma variedade de caracteristicas
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comuns em comunicagoes informais, como jargao, abreviagoes, emojis, erros de digitacao e

uso de caracteres especiais.

Tabela 1 — Exemplos de texto desestruturado de baixa qualidade

ID Exemplo de texto

b

—_

“que incomodo, nao sou maria
"1234567890"

"nota 10 d+!! #$% " &*"
"decepcionado com produt. n corresponde o anunciado ###"
"nova att do app melhorou mt a interface! :) :))))))) ((("
"pessimo atendiment... muito lento! @QQQQ"

"parabens para o montador nota 10"

Q&)+ (S

"bemol, pessoa errada, aqui n tem nenhum leandro =~ %% %"

"ja falei mil vezes q nao sou essa pessoa :( H#HH#HHH 123456

© o0 N O Ot b= W N

—
)

Esta falta de estrutura e presenca de ruido pode dificultar a interpretacao precisa das
respostas do cliente e representam desafios significativos para a extragdo de caracteristicas
lteis e a subsequente classificagdo. No entanto, essa fase inicial de coleta ou selecao de
dados é fundamental para definir a qualidade das informacoes, destacando a importancia
de estratégias eficientes de coleta e pré-processamento de dados para criar um corpus de

texto relevante e representativo.

Para muitas aplicagoes, é crucial ter rétulos claros nos documentos. Quando esses
rotulos nao existem, métodos de rotulagdo humana ou ferramentas de inteligéncia artificial
sdo necessarios para adicionar rétulos aos textos (WANG et al., 2021). A rotulagdo correta
¢ importante para evitar erros e garantir que os modelos sejam justos e confidveis (DING
et al., 2022). Assim, encontrar formas eficazes e exatas de rotulacao faz se necessario para
desenvolver sistemas de processamento de linguagem natural e garantir um corpus de

texto de qualidade.

2.2 Representacao de Texto

Nessa etapa, sao aplicadas técnicas para remover caracteres especiais, pontuacao e
normalizar o texto, garantindo que ele esteja em um formato padronizado e adequado para
analise. Em seguida, na etapa de representacao o texto é transformado em uma forma
estruturada e representavel, como vetores numéricos. Essa representagao numérica captura

as caracteristicas e relagoes das palavras, permitindo que os algoritmos de aprendizado
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de méquina trabalhem com os dados textuais de forma eficiente. Nesse formato de repre-
sentacao, cada dimensao do vetor corresponde a uma caracteristica do texto e o valor da
dimensao é uma mensuracao da ocorréncia de determinada caracteristica. Vale ressaltar
que a representacao vetorial é o formato de entrada para a maioria dos algoritmos de

aprendizado de maquina tradicionais e estado-da-arte.

2.2.1 Pré-processamento de Texto

O pré-processamento de textos ¢ uma fase que envolve processos como remocao de
caracteres especiais, pontuacao, normalizacao de texto, tokenizacao, remocao de stopwords,
e simplificacdo de palavas como a radicalizacao (stemming, em inglés) e lematizagao
(HACOHEN-KERNER; MILLER; YIGAL, 2020). Cada uma dessas etapas desempenha
um papel fundamental na transformacgao de dados brutos em um formato mais adequado
para analise, facilitando a extracao de insight tuteis e aprimorando a eficicia dos modelos

de aprendizado de maquina.

A remocao de caracteres especiais e pontuacao consiste em retirar caracteres como
hashtags, simbolos de moedas, sinais de pontuagao e emojis, pois esses podem nao contribuir
para o significado do texto, portanto, ser removidos para simplificar a analise. Por exemplo,
em uma frase como "Ganhei dinheiro$!!", a frase "Ganhei dinheiro'seria mantido e os
caracteres "$!!"seriam removidos. A remocao de caracteres especiais e pontuacao permite
que o algoritmo se concentre no conteudo essencial do texto, ou seja, as palavras. Todavia,
vale ressaltar que para algumas tarefas, como a andlise de sentimentos em redes sociais,
pode ser que caracteres de pontuacao sejam mantidos, ja que formam emojis, os quais
podem auxiliar na definigdo do sentimento de um texto (SHIHA; AYVAZ, 2017)

A normalizacao de texto consiste em padronizar o texto de entrada, o que geralmente
inclui converter todas as letras para minisculas. Por exemplo, sem a normalizacao, palavras
como "CASA", "Casa'e "casa'seriam tratadas como entidades distintas pelo algoritmo
de aprendizado de méquina, o que pode distorcer a analise e a extracao de padroes. A
normalizagdo garante que essas variantes sejam tratadas como a mesma palavra, e que

sejam representadas pelo mesmo atributo.

A tokenizacao é o processo de dividir um fluxo de dados textuais em palavras,
termos, frases, simbolos ou outros elementos significativos chamados tokens. Geralmente é
feita uma quebra pelo caractere de espago para separar os tokens, o que basicamente faz
com que palavras simples sejam consideradas como tokens. Porém, ha outras formas de
tokenizar o texto, como considerando sequencias de caracteres, sequencias de palavras, ou
ainda identificar emojis e outros caracteres unidos com palavras e separa-los(MULLEN et
al., 2018).

As stopwords sao palavras comuns que geralmente nao contribuem para o significado

de uma frase, como "a', "e", "o", "em", "de', entre outras (KHANNA, 2021). Por exemplo,
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na frase "O gato esta na caixa', as palavras "o", "esta", "na"poderiam ser consideradas
stopwords e serem removidas, resultando na frase "gato caixa'. Embora a remocao de
stopwords possa ser util em muitos contextos, ela ndo é sempre necessaria. A decisao de
remover ou nao as stopwords depende da tarefa especifica que esta sendo realizada e do

objetivo que se deseja alcancar.

Por fim, pode-se utilizar a simplificacdo dos termos na etapa de pré-processamento. A
simplificacao de termo tem como objetivo normalizar palavras com significados semelhantes
que possam variar devido a diferentes tempos verbais, géneros ou niimeros, assegurando que
todas representem uma tnica informacgao. Estratégias como a radicalizacao e a lematizacao

podem ser empregadas para alcangar essa uniformidade (CONRADO, 2009).

A radicalizacdo (stemming) é um processo que remove os sufixos das palavras,
reduzindo-as a sua raiz ou forma base. Por exemplo, “correndo”, “corre” e “corredor”
poderiam ser reduzidas ao radical “corr”. Isso pode ajudar a reduzir a complexidade
do texto e a consolidar variantes de uma mesma palavra. Porém, vale ressaltar que em
algumas situagoes, palavras com diferentes significados podem ser representados pelo

mesmo radical.

De acordo com Balakrishnan and Lloyd-Yemoh (2014) a lematizagao é um processo
que reduz as palavras a sua forma base ou “lemma”, considerando o contexto. Diferente
da radicalizacao, que apenas remove os sufixos das palavras, a lematizacao considera a
morfologia da palavra e transforma verbos para sua forma no infinitivo, enquanto subs-
tantivos e adjetivos sao convertidos para o masculino singular. Por exemplo, "correndo"se
tornaria "correr', e "melhores"poderia ser reduzido a "bom". Essa etapa ajuda a consolidar

diferentes formas da mesma palavra.

2.2.2  Extracao de Caracteristicas

Apds a conclusdo da etapa de pré-processamento, inicia-se a fase de extracao
de caracteristicas, onde os dados textuais sao transformados em vetores numéricos que
podem ser utilizados por algoritmos de aprendizado de méquina. Esta etapa é vital porque
os modelos de aprendizado de maquina dependem dessas caracteristicas numéricas para
realizar suas tarefas, seja classificagdo, agrupamento, regressao, entre outros (AGGARWAL,
2018).

Existem algumas técnicas para a extracao de caracteristicas, e as duas grandes
categorias dessas técnicas sdo a abordagem de “Saco de Palavras” (Bag of Words - BoW,

em inglés) e a abordagem de Embeddings.

A Tabela 2 é uma ilustragdo da representacao por BoW. Neste modelo, cada
palavra do documento é transformada em um atributo em um vetor de caracteristicas

multidimensional e esparso. Os valores de cada atributo ou dimensao sao determinados pela
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frequéncia do atributo que a dimensao representa. Esses valores podem ser diretamente a
frequéncia do atributo no documento (term-frequency — TF) ou uma versao que ponderada
a frequéncia do atributo pelo nimero documentos em que o atributo aparece (term-
frequency-inverse document frequency — TF-IDF) (JURAFSKY; MARTIN, 2009).

Tabela 2 — BoW - Frequéncia de palavras nos documentos

documento | por favor nado conheco essa pessoa namero errado casa
docl 1 1 1 1 1 1 0 0 0
doc2 0 0 1 1 0 0 1 1 0
doc3 0 0 0 0 0 1 0 1 0
doc4 1 0 1 0 0 0 0 0 1
doch 0 1 0 0 1 0 0 0 1
doc6 1 1 0 0 0 0 1 0 0

Por outro lado, as representacoes vetoriais continuas, também conhecidas como
embeddings, sdo cruciais para capturar a semantica e as relagoes intrinsecas entre palavras
(MIKOLOV et al., 2013; PENNINGTON; SOCHER; MANNING, 2014). A Figura 2 é
um representacao da arquitetura da técninca Word2Vec onde a mesma pode ser CBOW

(Continuous Bag of Words) ou Skip-gram para gerar esses embeddings.

Ambas geram representacoes a partir do treinamento de uma rede neural. No
caso da CBOW, dada uma palavra ¢, e seu contexto, isso ¢, palavras que precedem ou
sucedem t, o objetivo é utilizar o contexto de t para prever t. J4 na abordagem Skip-gram,
o treinamento consiste em usar a palavra ¢ como entrada e prever o contexto de ¢ (JANG;
KIM; KIM, 2019). Apéds obter os embeddings das palavras, é essencial construir uma
representacao global do documento. Isso ¢é frequentemente alcangado calculando-se a média
ou a soma dos embeddings de todas as palavras contidas no documento, proporcionando

uma representacao consolidada do seu conteido seméantico (PITA; PAPPA, 2018).

Figura 2 — Arquitetura Word2Vec, destacando A (CBOW) e B (Skip-gram). Fonte: (JANG;
KIM; KIM, 2019)
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Pode-se também utilizar a técnica Doc2Vec, a qual é baseada no Word2Vec para
gerar diretamente as embeddings de sentencas, paragrafos ou textos completos. A principal
diferenca das abordagens reside em também aprender embeddings que representam os

documentos durante o treinamento além das embeddings das palavras (LE; MIKOLOV,
2014).

Outra estratégia é recorrer aos Large Language Models (LLMs) (ZHAO et al.,
2023), que sao modelos de linguagem compostos por redes neurais com muitos parametros,
treinados em grandes quantidades de texto sem rétulo. Exemplos de LLMs incluem
o Embedding from Language Models (ELMo), o Bidirectional Encoder Representations
from Transformers (BERT), o Generative Pretrained Transformer (GPT), e o Pathways
Language Model (PALM). Os LLMs geralmente utilizam redes neurais profundas para
aprender as representacoes, e comumente fazer uso de um tipo de componente denominado
Transformer (WANG; LI; SMOLA, 2019), o qual é capaz de aprender relagdes entre

palavras e determinar a importancia das relagoes.

O BERT representa uma significativa evolucao na modelagem de linguagem natural,
construido sobre a arquitetura Transformer. Este modelo emprega apenas o componente
do codificador da arquitetura Transformer e é treinado usando um método conhecido como
Masked Language Model (MLM). No treinamento MLM, algumas palavras da sentenga
sao ocultadas e o modelo ¢é treinado para predizé-las, utilizando o contexto fornecido
pelas palavras restantes. Isso possibilita que o BERT capture contextos de palavras de
forma bidirecional, entendendo o relacionamento de uma palavra com todas as outras na
sentenca, anteriores e subsequentes. Dessa maneira, o BERT é capaz de gerar representacoes
de texto altamente contextualizadas, sendo extremamente eficaz em diversas tarefas de

processamento de linguagem natural.

Apesar de outros LLMs maiores e mais recentes ao BERT terem sido langados
nos ultimos anos, o BERT continua sendo o estado da arte em algumas aplicacoes de
processamento de linguagem natural e ainda tem sido utilizado em muitas aplicagoes
(LIAO et al., 2023). Muito disso se da ao fato nao s6 da arquitetura do BERT mas pelo fato
de outros modelos terem um numero de parametros muito maior, o que requer um poder
computacional proporcionalmente maior, maior tempo de treinamento, e também um

maior tempo de resposta, o que pode inviabilizar o uso de LLMs em algumas aplicagoes.

Em resumo, as técnicas de extragao de caracteristicas, como BoW e embeddings,
fornecem métodos robustos para transformar texto em representagoes numéricas que sao
Uteis para algoritmos de aprendizado de maquina. No entanto, modelos mais avancados
como o BERT, que é construido sobre a arquitetura Transformer, oferecem representacgoes
contextualizadas e bidirecionais do texto. As representacoes apresentadas aqui servem
como entrada para algoritmos de aprendizado de maquina que serao apresentados na

proxima segao.



27

2.3 Classificacao

Uma vez gerada a representacao da colecao de textos, é possivel aplicar algoritmos
de aprendizado de maquina para gerar modelos de classificacao, ou seja, algoritmos que
irao aprender um mapeamento das caracteristicas dos textos para um conjunto de classes
pré-definidas (AGGARWAL, 2018). Em outras palavras, o algoritmo de aprendizado de
maquina aprende a identificar padroes e relacoes nas caracteristicas extraidas do texto que
permitem classifica-lo em uma ou mais classes. Existem varios algoritmos de aprendizado
de maquina que podem ser usados para classificacio de texto, como Arvores de Decisdo,

Redes Neurais, Naive Bayes e SVM (Support Vector Machines) (TAN et al., 2019).

2.3.1  Support Vector Machine (SVM)

O SVM busca encontrar o que é conhecido como um "hiperplano de maxima

margem'no espaco de caracteristicas. A formula que representa essa operacao é:

flz) =w-o(x)+b (2.1)

no qual ¢(x) é uma funcdo de mapeamento para o espago de caracteristicas de alta
dimensao e w e b sao os parametros do modelo. Esta férmula é central para entender como

o SVM maximiza a margem entre as classes.

2.3.2  Multinomial Naive Bayes (MNB)

O MNB ¢ uma extensao do algoritmo Naive Bayes, sendo uma escolha popular para
classificacao de texto, onde os documentos sao representados pela frequéncia das palavras
ou termos que contém (MCCALLUM; NIGAM et al., 1998). Este modelo, que assume
independéncia condicional entre as caracteristicas dado o rétulo da classe, é robusto e
eficaz em contextos onde os atributos s@o predominantemente categoricos, como palavras
ou n-gramas em textos. No MNB, a probabilidade condicional de um termo ¢; em um
documento, dado um rétulo de classe ¢;, é central para a classificacao. Esta probabilidade

é calculada pela férmula:

_ L+ > 4ep Wat,
V| + Xiev Zaep Way

P(tg|c;) (2.2)

Onde, t;, representa um termo especifico e ¢; uma classe especifica. D é o conjunto
de todos os documentos na classe c;, enquanto wgy, denota o peso ou a frequéncia do
termo t, no documento d. V é o vocabulario, compreendendo todos os termos tinicos
em todos os documentos. O termo de suavizacao, 1, adicionado ao numerador, previne
a atribuicao de probabilidade zero a termos que nao aparecem em documentos de uma

classe especifica, garantindo a robustez do modelo em diferentes conjuntos de dados.
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2.3.3 Random Forest

Random Forest cria varias arvores de decisao (floresta) durante o treinamento e
faz a classificagao com base na votagao de todas as arvores. Em vez de usar uma férmula
matematica para representar este processo, é mais intuitivo entender o Random Forest
através de uma abordagem conceitual ou visual, conforme ilustrado na Figura 3. Cada
arvore no floresta faz uma previsdo independente e a classe que recebe a maioria dos votos
é escolhida como a previsao final. Este método permite que o modelo capture interagoes

complexas entre caracteristicas e seja menos propenso a overfitting.

Figura 3 — Random Forest Voting. Fonte: (YEHOSHUA, 2023)
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2.3.4  Logistic Regression

O Logistic Regression é um algoritmo de aprendizado supervisionado amplamente
utilizado para tarefas de classificacao binaria. O algoritmo modela a probabilidade de uma
determinada amostra pertencer a classe positiva, que é denotada como y = 1 ou negativa
y = 0. O modelo utiliza a fungao logistica (ou fungao sigmoide) para transformar sua
saida e mapear qualquer valor real para o intervalo entre 0 e 1. Isso é 1til para estimar
probabilidades em problemas de classificacao. A féormula matematica que representa o

modelo é dada por:

1

Plo =15 = 7w

(2.3)
Nesta equacao, x representa o vetor de caracteristicas da amostra, enquanto w e b sao os
pardametros do modelo que sao aprendidos durante o treinamento. A expressdo e~ (W*+?)
é uma funcao exponencial de base e. O objetivo dessa func¢ao exponencial é transformar
a combinacao linear das caracteristicas e dos parametros do modelo para um valor que
pode ser mapeado para uma probabilidade entre 0 e 1 através da funcao sigmoide, como é

ilustrado na Figura 4.
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Figura 4 — Logistic Regression. Fonte: (KANADE, 2022)
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O objetivo durante o treinamento é ajustar os parametros w e b de forma a
maximizar a verossimilhanca dos dados de treinamento, o que, por sua vez, torna o modelo

eficaz na classificacao de novas amostras.

2.3.5 BERT, fine-tuning

Um procedimento comum ao se usar LLMs ¢é tomar como base uma LLM pré-
treinada como BERT, (DEVLIN et al., 2018), onde a rede neural foi treinada com uma
grande quantidade de textos, e ajustar os parametros da rede para uma tarefa especifica.
Esse procedimento, conhecido como fine-tuning, ¢ uma técnica eficaz para a classificagao de
texto, capitalizando sobre a rica representacao semantica aprendida durante o treinamento
prévio do modelo em um grande corpus de texto (MOHAMMADI; CHAPON, 2020).
Assim, em vez de iniciar o aprendizado do zero, o modelo pré-treinado BERT serve como
ponto de partida e é ajustado com um conjunto de treinamento especifico para a tarefa de

classificacao desejada.

O fine-tuning ajusta os pesos do modelo pré-treinado para se adaptar melhor a nova
tarefa, permitindo que o BERT seja efetivamente usado em uma ampla variedade de tarefas
de classificagao de texto. O BERT é considerado um dos principais algoritmos de classi-

ficagao de texto do estado da arte (GONZALEZ—CARVAJAL; GARRIDO-MERCHAN,
2020). A Figura 5 representa a abordagem de pré-treinamento e fine-tuning do BERT.

Figura 5 — Processo de pré-treino e fine-tuning BERT. Fonte: (DEVLIN et al., 2018)
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Na Figura 5 os procedimentos gerais de pré-treinamento e fine-tuning do BERT.
Com excecao das camadas de saida, as mesmas estruturas arquitetonicas sao empregadas
tanto na fase de pré-treinamento quanto no ajuste fino. Os parametros do modelo pré-
treinado sao utilizados como ponto de partida para inicializar modelos destinados a

diferentes tarefas especificas.

Cada algoritmo de aprendizado de maquina apresenta caracteristicas distintas que
os tornam mais ou menos adequados para diferentes cenarios de classificacdo de texto.
Enquanto arvores de decisao oferecem interpretabilidade e sao eficazes para lidar com
um grande nimero de caracteristicas (HASTIE; TIBSHIRANI; FRIEDMAN, 2009), as
redes neurais proporcionam flexibilidade para capturar complexidades nos dados (GO-
ODFELLOW; BENGIO; COURVILLE, 2016). O algoritmo Naive Bayes ¢ conhecido por
sua simplicidade e eficicia em espagos de alta dimensionalidade (MITCHELL, 1997),
e o SVM ¢é notavel por sua eficiéncia em separar classes complexas em dados de alta
dimensionalidade (BISHOP, 2016). Em contraste, o uso de modelos pré-treinados como
BERT, ajustados através de fine-tuning, representa uma abordagem mais moderna que
capitaliza em representagoes semanticas ricas para oferecer desempenho de estado da arte

em uma variedade de tarefas de classificagdo de texto.

Dado que a precisao na classificagdo dos algoritmos pode variar conforme o conjunto
de dados ou o dominio de aplicac¢ao, torna-se essencial avaliar o desempenho de classificacao
dos algoritmos. Os métodos para realizar essas avaliagoes serao apresentados na se¢ao

subsequente.

2.4 Avaliacao da Performance de Classificacao

Apds a etapa de classificagao, é hora de avaliar a performance do modelo de
classificagao treinado. Para isso, é necessario escolher o esquema de validacao e as métricas
de avaliacao da performance de classificacao. Um dos esquemas de validacdo comumente
utilizados é o método Hold-out, onde o conjunto de dados é dividido em subconjuntos
de treinamento e teste. Outro esquema é o método de validagdo cruzada k-fold (k-fold
cross-validation), que divide o conjunto de dados em k subconjuntos. Em cada iteragao,
k — 1 subconjuntos sao usados para treinamento e o subconjunto restante é usado para

teste. As ilustragoes desses esquemas sao apresentadas na Figura 6.
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Figura 6 — Esquema de validagao. Fonte: (ZHENG, 2015)
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Além do esquema de validacao, é necessario selecionar métricas adequadas para

avaliar a performance do modelo. Métricas comuns de avaliagao sdo geralmente baseadas
em quatro valores (POWERS, 2020):

TP (True Positive ou Verdadeiros Positivos): exemplos classificados como positivos

e que sao da classe positiva.

TN (True Negative ou Verdadeiros Negativos): exemplos classificados como negativos

e que sao da classe negativa.

FP (False Positive ou Falsos Positivos): exemplos classificados como positivos, mas

que sao da classe negativa.

FN (False Negative ou Falsos Negativos): exemplos classificados como negativos,

mas que sao da classe positiva.

Com base nesses valores, algumas das métricas de avaliacdo mais utilizadas para

classificacao sao:

Precisao (Precision): esta é a proporcao de verdadeiros positivos em rela¢ao a soma

de verdadeiros positivos e falsos positivos, ou seja, tudo que foi classificado como

TP

positivo pelo modelo de classificacdo. E calculada pela férmula: TPLFP-

Revocagao (Recall): esta é a proporc¢ao de verdadeiros positivos em relagdo a soma

de verdadeiros positivos e falsos negativos, ou seja, a soma de todos os exemplos

TP
TP+FN*

cujo rétulo real é positivo. E calculada pela férmula:

F1-Score: esta ¢ a média harmonica entre precisao e revocagao. Fornece um equilibrio

Precision X Recall
Precision+ Recall

entre essas duas métricas. E dada pela férmula: 2 x
Acurdcia (Accuracy): esta é a proporcao de previsdes corretas feitas pelo modelo em

TP+TN
TP+TN+FP+FN*

relacdo ao total de previsoes. E dada pela formula:
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Também sao comumente utilizadas para avaliar a performance de modelos de
classificagdo a curva ROC (Receiver Operating Characteristic) e a AUC-ROC (Area Under
the ROC Curve) (POWERS, 2020). A curva ROC ¢é uma representagao grafica que ilustra
a relacdo entre a sensibilidade (taxa de verdadeiros positivos) e a especificidade (taxa
de verdadeiros negativos) de um modelo de classificagdo para diferentes pontos de corte
(NARKHEDE, 2018). Ela ¢é construida ao variar o limiar de classificacdo do modelo e

calcular a sensibilidade e a 1-especificidade correspondentes em cada ponto de corte.

A AUC-ROC é uma medida de desempenho que resume a curva ROC em um
unico valor numérico. Essa métrica representa a area sob a curva ROC e varia de 0 a 1.
Quanto maior for a AUC-ROC, melhor serd o desempenho do modelo de classificacao.
Uma AUC-ROC de 0,5 indica um modelo que tem um desempenho equivalente ao acaso,
enquanto uma pontuacao de 1,0 representa um modelo perfeito que é capaz de distinguir
perfeitamente entre as classes positiva e negativa. Valores entre 0,5 e 1,0 indicam que o
modelo possui algum poder de discriminacao, sendo que valores mais proximos de 1,0
indicam um melhor desempenho. Geralmente os maiores valores de AUC-ROC sao obtidos
quando ha uma classificacao correta dos exemplos com maior confianca de classificacao.

Na Figura 7, é apresentada uma ilustracao da curva ROC.

Figura 7 — Curva ROC. Fonte: (HOO; CANDLISH; TEARE, 2017)
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3 PANORAMA DE MERCADO, INVESTIMENTOS E RESULTADOS ESPERA-
DOS

Neste capitulo, serd apresentado o panorama atual do mercado de Inteligéncia
Artificial (IA), com foco em investimentos e na implementacdo desta tecnologia em
diversas organizacoes. Além disso, serd discutido o papel fundamental do processamento
de linguagem natural (NPL) na IA e suas implicagoes para a classificagdo de texto. Por
fim, os resultados esperados deste projeto, que envolve a utilizacao de IA para a deteccao
de cadastros desatualizados, serao detalhados. Este capitulo busca proporcionar uma visao
completa do cenario atual da IA e do NPL, e como essas tecnologias podem ser aplicadas
para melhorar a eficiéncia operacional, a conformidade com a legislagdo e a experiéncia do

cliente.

3.1 Panorama de Mercado e Investimento em Inteligéncia Artificial

A TA estd passando por um crescimento significativo no mercado global, impulsio-
nado pela adogao crescente e pelos investimentos cada vez maiores das organizagoes. De
acordo com a (MCKINSEY, 2022), a adogao dessa tecnologia mais que dobrou desde 2017,
com aproximadamente 50% a 60% das organizacoes utilizando TA em pelo menos uma

fungao, como ¢é possivel ver na Figura 8.

While Al adoption globally is 2.5x higher today than in 2017, it has leveled off
over the past few years.

Share of respondents who say their organizations have adopted Al in at least one business unit
or function, %

2017 2018 2019 2020 2021 2022

Figura 8 — Adogao de TA nas empresas. Fonte: (MCKINSEY, 2022)

J& os recursos financeiros dentro das empresas com a finalidade em TA saiu de
40% em 2018 para 52% em 2022. Além disso, o investimento em TA tem aumentado,
com mais da metade das organizacoes relatando niveis significativos de investimento, e
aproximadamente 63% esperam aumentar o investimento nos proximos trés anos, como

pode ser visto na Figura 9.
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Figura 9 — Aumento de recursos financeiros para investimento em IA, Fonte: (MCKINSEY,
2022)

Dentro do mercado de TA, o processamento de linguagem natural (NPL, em inglés)
desempenha um papel fundamental, especialmente no contexto da classificacao de texto.
A capacidade de compreender e classificar grandes volumes de texto de forma eficiente e
precisa € essencial para diversas aplicacoes, como analise de sentimentos, processamento de
linguagem natural e sistemas de recomendacao. O NPL avancgou rapidamente nos tltimos
anos, tornando-se uma das capacidades de TA mais comumente implantadas, logo atras da

visao computacional.

Além disso, as organizacoes lideres em TA estdo se concentrando em praticas
avancadas de TA, como o uso de plataformas de desenvolvimento de IA de ponta a ponta
e o envolvimento de funcionarios nao técnicos na criacao de aplicativos de TA por meio
de programas de baixo codigo ou sem codigo (CUNNINGHAM, 2023). Essas praticas
permitem que as organizacoes acelerem o desenvolvimento e a implantacao de aplicativos de
IA, incluindo aqueles relacionados a classificacao de texto. Além disso, essas organizacoes
estao adotando medidas para mitigar os riscos associados a IA, incluindo a governanca de
dados e a realizacao de testes e monitoramento continuos de modelos de TA para identificar

possiveis problemas.

No entanto, a medida que a ado¢ao da IA e do NPL continua a crescer, surgem
desafios e considerac¢oes importantes. Um desses desafios é o impacto ambiental do treina-
mento de modelos de IA, que pode ser intensivo em termos de energia. As organizagoes
estao buscando reduzir o consumo de energia relacionado a IA, incluindo a aplicacao de
praticas de eficiéncia energética no treinamento e na execugao de modelos de TA. Isso
é particularmente relevante no contexto da classificacao de texto, pois o treinamento
de modelos de TA para essa tarefa pode envolver grandes volumes de dados de texto.
Portanto, a eficiéncia energética e a sustentabilidade sao consideragoes importantes no
desenvolvimento e uso de tecnologias de NPL para a classificacao de texto (MCKINSEY,
2022). Apesar dos avancos significativos da IA de de modelos de NPL nos tltimos anos,
ainda é necesséario adaptar / treinar modelos para tarefas especificas de forma a se obter

resultados satisfatorios em aplicagoes praticas.
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3.2 Resultados Esperados

Os resultados esperados para este projeto estdao alinhados com os objetivos de
automacao, eficiéncia, conformidade com a LGPD e a melhoria da experiéncia do cliente.
Em termos de melhoria de qualidade e eficiéncia, espera-se que o modelo de classificacao
de texto seja capaz de identificar com assertividade os casos em que os dados cadastrais
estao desatualizados. Isso resultara em um banco de dados mais preciso e atualizado, o que
pode levar a um aumento significativo da eficiéncia operacional. A identificacdo automatica
de cadastros desatualizados deve agilizar o processo de atualizacao de dados, liberando

tempo e recursos que podem ser redirecionados para outras tarefas importantes.

No que se refere a conformidade com a LGPD, especificamente no tocante a
precisao e atualizagao dos dados pessoais, a identificacao e correcao rapida de cadastros
desatualizados por meio deste projeto sao essenciais. A LGPD estabelece que os dados
pessoais devem ser exatos e atualizados, e o titular tem o direito de corrigir dados
incompletos, inexatos ou desatualizados. Portanto, ao permitir a correcao eficiente de
cadastros desatualizados, este projeto auxilia as empresas a cumprir esses requisitos da
Lei Geral de Protecao de Dados. Isso ndo sé salvaguarda a privacidade e os dados pessoais
dos cidadaos, mas também mitiga o risco de possiveis penalidades por nao conformidade

para as empresas.

A melhoria da experiéncia do cliente é outro resultado esperado importante. Ao
manter os dados cadastrais atualizados, as empresas poderao se comunicar de forma mais
eficaz com os clientes, o que pode levar a uma maior satisfagao e a uma experiéncia de
cliente melhorada, além de gerar menos insatisfacao de clientes que nao deveriam estar

envolvidos no processo de comunicacao.

Por fim, a automacao da deteccao de cadastros desatualizados pode ajudar a reduzir
erros manuais e inconsisténcias nos dados. Com isso, é possivel alcancar economia de

custos, ao evitar penalidades por nao conformidade e otimizar o tempo dos funcionarios.
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4 CANVAS, BENCHMARK TECH, SWOT

Neste capitulo, sera realizada uma analise detalhada da proposta, iniciando-se com
o Canvas de Negbcios, uma ferramenta estratégica que permite visualizar e estruturar de
maneira clara o modelo de negbcio proposto. Em seguida, seréd feito um Benchmarking
Tecnoldgico, examinando as melhores praticas e solugoes inovadoras adotadas por lideres
de mercado no campo da Inteligéncia Artificial e Big Data, dentro do contexto da solucao.
Posteriormente, uma analise SWOT sera conduzida para identificar forgas, fraquezas,

oportunidades e ameagas inerentes a implementacao dessas tecnologias.

4.1 Canvas

O Modelo de Negocios Canvas ¢ uma ferramenta de gestao estratégica, que permite
desenvolver e arquitetar modelos de negocio seja novo ou existens. O Canvas ¢é visual e
intuitivo, composto por nove blocos que representam as principais dreas de uma empresa
ou projeto (GONCALVES, 2019). A Figura 10 a seguir representa o Canvas da proposta

da solucao deste trabalho.

Figura 10 — Canvas da solugao. Fonte: Autor
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A proposta de valor centra-se em aprimorar a comunicacao empresa-cliente e
assegurar a conformidade com a LGPD. O projeto busca tornar as interagoes mais
relevantes e eliminar a comunicagao desnecessaria, enquanto ajuda as empresas a proteger

os dados dos clientes e a evitar penalidades legais.
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As atividades-chave envolvem a pesquisa, desenvolvimento e implementacao do
modelo de classificagao de texto. Para isso, é crucial o acesso a dados relevantes e uma

robusta infraestrutura tecnolégica, que sao considerados os recursos-chave do projeto.

A relagado com os clientes sera mantida através de suporte técnico continuo e
re-treinamento do modelo de classificacdo conforme necessario, garantindo a eficicia e a
atualizagdo do modelo ao longo do tempo. O principal canal de entrega é a integracao do
modelo com as plataformas de respostas de SMS das empresas, permitindo a aplicagao

pratica e direta do modelo.

O projeto esta voltado para empresas que utilizam SMS como canal de comunicacao
com seus clientes, representando o principal segmento de mercado. A estrutura de custos
esta ligada principalmente ao desenvolvimento e manutencao do modelo, bem como a

integracdo com as plataformas de respostas de SMS e ao suporte ao cliente.

As principais fontes de renda provém do licenciamento da solu¢ao para empresas,
bem como de servicos adicionais de customizacao e suporte técnico. Isso fornece um modelo

de negocio sustentavel que beneficia tanto a empresa quanto os clientes.

4.2 Benchmark Tecnolégico

Existem varias solucoes robustas disponiveis para o problema da classificagao de
texto geral. Estas plataformas utilizam métodos de classificacdo de tdltima geracao e,
apesar de serem ferramentas poderosas, algumas podem apresentar desafios, como custos
elevados, complexidade de uso e documentagao insuficiente, elementos que precisam ser
cuidadosamente avaliados ao selecionar a ferramenta mais apropriada para um projeto

especifico, a seguir na Tabela 3, serda mostrado as principais solugoes do mercado.

Tabela 3 — Comparagao das Plataformas de Classificagdo de Textos

Plataforma Modelos Pré-treinados Classificacao de Textos
Google Cloud NLP Sim Sim
Amazon Comprehend Sim Sim
IBM Watson NLP Sim Sim
Microsoft Azure Text Analytics Sim Sim
SpaCy Sim Sim
NLTK Nao Sim
Hugging Face Transformers Sim Sim
ChatGPT (OpenAl) Sim Sim

Na Tabela 3 sdo apresentadas plataformas que podem ser utilizadas para o proces-
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samento de linguagem natural e duas caracteristicas: se possuem modelos de classificagao
pré-treinados e se podem ser utilizadas para a classificacdo de textos em geral. Essas
plataformas podem ser bibliotecas de c6digo aberto, como SpaCy ou NLTK, ou servigos ofe-
recidos por empresas de tecnologia, como Google Cloud NLP, Amazon Comprehend, IBM
Watson NLP, Microsoft Azure Text Analytics, Hugging Face Transformers ou ChatGPT
(OpenAl).

A Coluna Modelos Pré-treinados, indica se a plataforma oferece modelos de classifi-
cagao de texto que ja foram treinados, sao tteis porque podem economizar muito tempo e
recursos computacionais. Eles foram treinados em grandes conjuntos de dados e, portanto,
ja aprendem uma quantidade consideravel de informagao sobre a linguagem. Esses modelos
podem ser usados como estao, ou podem ser ajustados para tarefas mais especificas usando

fine-tuning.

Por fim, a coluna classificagdo de textos, informa que a plataforma pode ser usada
para tarefas gerais de classificacao de texto. A seguir, sdo apresentados pros e contras para

carda uma das plataformas apresentadas na Tabela 2.

Google Cloud NLP

Proés: — Oferece uma API facil de usar.

— Fornece uma variedade de recursos NLP tteis além da classificagao de texto.

Os modelos pré-treinados da Google sao robustos e foram treinados em uma

grande quantidade de dados.

Contras: Pode ser um pouco caro, especialmente para grandes volumes de dados.

Apesar dos modelos pré-treinados serem poderosos, pode nao ser a melhor
opgao se o seu problema é muito especifico (como a classificagao de respostas
de SMS).

Amazon Comprehend

Prés:  — Facil de usar e integrar com outros servicos da AWS.

— Oferece analises em tempo real, que podem ser tteis para alguns projetos.

Contras: — Assim como o Google Cloud NLP, pode ser caro para grandes volumes de dados.

— A personalizagdo do modelo pode ser limitada.
IBM Watson NLP

Proés:  — Oferece uma variedade de recursos NLP e a capacidade de personalizar modelos.
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Contras: — A documentacdo e o suporte podem ser um pouco menos acessiveis em compa-

racao com outras opcoes.

— Pode nao oferecer a mesma escala ou robustez que o Google ou a Amazon.

Microsoft Azure Text Analytics

Prés:  — Oferece uma API de NLP facil de usar, e se integra bem com outros servigos
Azure.
Contras: — Assim como as outras opgoes de grandes empresas, pode ser caro para grandes

volumes de dados.

— A personalizagdo do modelo pode ser um pouco limitada.
SpaCy

Prés:  — Uma biblioteca Python leve e flexivel, oferece a capacidade de treinar seus
préprios modelos, o que é uma grande vantagem se vocé tem um problema

muito especifico.
Contras: — Menos "pronto para uso"do que as opgoes de API acima.
— Requer mais trabalho de desenvolvimento e configuragao.

NLTK

Prés: — Uma das bibliotecas mais antigas e amplamente usadas para NLP em Python,
o NLTK oferece muita flexibilidade.

Contras: — Como o SpaCy, requer mais trabalho de desenvolvimento. Nao fornece modelos

pré-treinados, entao vocé precisaria fornecer seus proprios dados de treinamento.
Hugging Face Transformers

Prés:  — Acesso a uma ampla gama de modelos de NLP pré-treinados de ponta, incluindo

BERT, GPT-2 e outros. Permite a personalizagdo de modelos.

Contras: — Pode ser um pouco mais dificil de usar do que algumas das outras opgoes, e

pode ser muito custoso para problemas mais simples de NLP.
ChatGPT (OpenAl)

Prés: — Focado em geracdo e compreensao de texto conversacional, o que pode ser
util para a classificacao de respostas de SMS. Oferece modelos pré-treinados

robustos.
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Contras: — Menos personalizavel em termos de treinamento de novos modelos. A API pode

ter um alto custo, dependendo do volume de uso.

A solucao deste trabalho visa ser simples e de baixo custo para a classificagao de
respostas de SMS em relagao a possiveis desatualizacoes cadastrais. Esse modelo analisa
o conteido das mensagens de texto e identifica aquelas que indicam a necessidade de
atualizacao dos dados cadastrais do remetente. A solucao é facil de implementar, requer
recursos minimos e pode ser integrada em sistemas existentes, permitindo uma resposta

automatizada e direcionada para lidar com essas desatualizacoes.

4.3 SWOT

A andlise SWOT ¢é uma ferramenta estratégica que ajuda a identificar as forcas,
fraquezas, oportunidades e ameagas relacionadas a uma organizacao ou projeto. E utilizada
para entender o ambiente interno (forgas e fraquezas) e externo (oportunidades e ameagas)
no qual a organizacao ou projeto estd inserido (MADSEN, 2016). A anélise SWOT deste

projeto pode ser vista na Figura 11 a seguir.

Figura 11 — Swot da solucao. Fonte: Autor

% FORCAS (W FRAQUEZAS

« Automacgao
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E » Melhoria experiéncia do cliente * Complexidade de integragao
- « Comunicagao assertiva *  Usabilidade
(o OPORTUNIDADES (1)

g * Melhoria continua do modelo + Substituigdo do canal SMS por aplicativos
ﬁ » Demanda por conformidade LGPD (Whatsapp, Messeger, etc.)

das empresas - o =
; + Féacil replicagdo da solugdo pelos
w » Expansao para respostas de possiveis clientes

Whatsapp

Com base na Figura 11, as forcas estdo na automacao e a eficiéncia da aplicagao,
pois podem melhorar a eficicia e a velocidade da comunicacao entre as empresas e 0s
clientes. Além disso, a conformidade com a Lei Geral de Prote¢do de Dados (LGPD)
¢ uma forca importante, pois garante que as empresas esteja em conformidade com as
regulamentacoes de privacidade de dados. Isso também contribui para a melhoria da
experiéncia do cliente, proporcionando um ambiente seguro e confidvel para a troca de

informagoes.

Com relagao a fraquezas pode-se notar a dependéncia de dados é uma fraqueza
na sua aplicagdo. Se a qualidade, a quantidade ou a acessibilidade dos dados forem

comprometidas, isso pode afetar a eficicia da aplicacao.
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A melhoria continua do modelo é uma oportunidade para aprimorar ainda mais
a eficdcia da aplicagdo. Além disso, a demanda das empresas pela conformidade com a

LGPD pode ser uma oportunidade para expandir o alcance da aplicacao.

Possiveis ameacas podem ser a substituicao dos canais tradicionais de SMS por
aplicativos, como WhatsApp e Messenger, é uma ameaca potencial para a aplicacao. Se
mais empresas optarem por esses aplicativos em vez de SMS, isso pode reduzir a demanda

pela aplicacao.
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5 METODO DE PESQUISA - CONSTRUCAO DO MVP

Neste capitulo serao apresentados os detalhes no método de pesquisa adotado para
o desenvolvimento do projeto. Mais especificamente, como foram feitas as instanciagoes do

método apresentado no Capitulo 2.

5.1 Coleta e Rotulacdao de Textos

Os dados para este projeto foram obtidos de uma empresa varejista através do
Azure Databricks, aos quais o executor do projeto tinha acesso. Esses dados compreendem
respostas de SMS relacionadas a uma variedade de servicos prestados pela empresa,
incluindo campanhas promocionais, avisos de compras, notificagoes de entrega e montagem

de méveis, avisos gerais, servicos financeiros, entre outros.

Apods a coleta desses dados foi utilizada a API da OpenAl, com os modelos GPT-3.5
e GPT-4, para rotular aproximadamente 21 mil exemplos de textos oriundos de respostas
de SMS. Cada exemplo foi rotulado como “1” quando indicava um possivel problema no
cadastro do remetente, sugerindo um destinatario incorreto, e como “0” para qualquer
outro contexto. Essa etapa de rotulacao automatica com os modelos de linguagem permitiu

a classificagao inicial dos textos de forma eficiente.

Apoés a rotulagdo automatica, foi realizada uma checagem manual linha a linha de
cada classificacao. Esse processo de revisao manual foi crucial para garantir a qualidade e
acuracia das classificacoes. No entanto, devido a grande quantidade de dados, essa etapa

consumiu bastante tempo, levando mais de 14 dias para ser concluida.

5.2 Pré-processamento de Texto

O pré-processamento de texto foi realizado para remover palavras e caracteres
irrelevantes, visando melhorar o desempenho dos algoritmos de classificacao. Inicialmente,
todas as palavras foram convertidas para mintsculas para garantir uniformidade e evitar
duplicidades devido a diferencas de caixa. As stopwords foram removidas utilizando a lista
de stopwords do NLTK, e a simplificacao de palavras foi realizada através do processo de

stemming, utilizando o algoritmo RSLPStemmer, também disponivel no NLTK.

5.3 Balanceamento das Classes

No desenvolvimento deste projeto, foi identificado um desbalanceamento signifi-
cativo entre as classes no conjunto de dados inicial, com 19602 instancias da classe 0 e

apenas 2008 instancias da classe 1. Para abordar este desbalanceamento e evitar um viés
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indesejado nos modelos de classificacao, foi aplicada a técnica de oversampling SMOTE

(Synthetic Minority Over-sampling Technique) ao conjunto de treinamento.

O SMOTE foi aplicado apenas aos dados de treinamento, resultando em um

conjunto balanceado, com 15686 instancias em cada classe, conforme mostrado abaixo:

classe
0 15686
1 15686

Esta técnica de balanceamento foi implementada em todos os algoritmos de classifi-

cacao utilizados neste estudo, com excecao do BERT, que emprega seus préprios métodos

para lidar com o desbalanceamento de classes.

5.4 Representacao de Texto

Foram usadas cinco técnicas de representacao de texto para representar os dados

de SMS:

Bag-of-words (BoW): cada documento foi representado como um vetor de frequén-

cias de palavras.

Word2vec: um modelo Word2Vec foi treinado nos dados de SMS com um tamanho
de vetor de 100, uma janela de 5 e um min_count de 1. Cada documento foi
representado como o vetor médio dos vetores de palavras que o compoem, removendo

palavras fora do vocabulério.

Doc2vec: um modelo Doc2Vec foi treinado nos dados de SMS com um tamanho de
vetor de 100, uma janela de 2 e um min__count de 1. Cada documento foi representado

como o vetor médio dos vetores de documentos que o compoem.

GloVe: um modelo GloVe pré-treinado foi usado para representar os dados de SMS.
Cada documento foi representado como o vetor médio dos vetores de palavras que
o compoem, removendo palavras fora do vocabulario. O nimero de dimensoes do
modelo GloVe utilizado é de 100.

FastText: um modelo FastText foi treinado nos dados de SMS com um tamanho de
vetor de 100, uma janela de 5 e um min__count de 1. Cada documento foi representado
como o vetor médio dos vetores de palavras que o compoem, removendo palavras

fora do vocabulario.
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5.5

5.6

Classificacao

Quatro algoritmos de classificacao foram treinados nos dados de representacao:

SVM: um modelo SVM com kernel linear foi treinado nos dados de representacgao,

utilizando os parametros padrao do Scikit-learn®.

Logistic Regression: um modelo Logistic Regression foi treinado nos dados de

representacio, utilizando os pardmetros padrao do Scikit-learn?.

Multinomial Naive Bayes: um modelo MNB, ele foi treinado nos dados de

representacao, utilizando os parametros padrao do Scikit-learn?.

Random Forest: um modelo RandomForestClassifier foi treinado nos dados de

representacdo, utilizando os parametros padrao do Scikit-learn?.

BERT: foi realizado um fine-tuning usando o modelo bert-base-portuguese-cased.
Os dados foram tokenizados com um comprimento maximo de 512, e os pesos das
classes foram calculados para lidar com o desbalanceamento. O modelo foi treinado
por 3 épocas com um tamanho de lote de treinamento e avaliagdo de 8 por dispositivo.
Foram utilizados 500 passos de aquecimento, um decaimento de peso de 0.01, e a

estratégia de avaliacao foi aplicada a cada 500 passos®.

Avaliacao

Os modelos foram avaliados usando as métricas de precision, recall e F1-score.

A precis@ao mede a proporcao de exemplos classificados corretamente. O recall mede a

proporc¢ao de exemplos positivos classificados corretamente. O FI1-score é uma média

ponderada da precision e do recall.

<https://scikit-learn.org/stable/modules/generated /sklearn.svm.SVC.html>
<https://scikit-learn.org/stable/modules/generated /sklearn.linear model.
LogisticRegression.html>

<https://scikit-learn.org/stable/modules/generated /sklearn.naive_bayes.MultinomialNB.
html>

<https://scikit-learn.org/stable/modules/generated /sklearn.ensemble.
RandomForestClassifier.html>

Para mais detalhes sobre os parametros de treinamento do BERT, consulte a documenta-
¢ao do Hugging Face: <https://huggingface.co/transformers/main_ classes/trainer.html#
trainingarguments>


https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html
https://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://huggingface.co/transformers/main_classes/trainer.html##trainingarguments
https://huggingface.co/transformers/main_classes/trainer.html##trainingarguments
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6 DISCUSSAO E ANALISE DE RESULTADOS

Nesta secao, é realizada uma andlise dos modelos de classificacdo de texto de SMS
treinados. Para cada experimento, as métricas de precisao, revocacao, Fl-score e AUC
foram calculadas, todas focadas na classe 1 ou classe de interesse. Estas métricas fornecem
uma visdo abrangente da eficicia de cada modelo em identificar corretamente a classe 1

no conjunto de dados em estudo.

Os modelos examinados incluem: Suporte a Vetores de Maquina (SVC) com técnicas
de pré-processamento como StopWords e Stemmer, Regressao Logistica com diversas
representacoes textuais, Naive Bayes Multinomial, Floresta Aleatoria, além do avancado
modelo de linguagem Transformer BERT. Estes modelos foram treinados utilizando uma
variedade de técnicas para a representacao textual, como Bag of Words (BoW), Word2Vec,
Doc2Vec, Global Vectors for Word Representation (GloVe) e FastText.

A comparacao do desempenho na Tabela 4 desses modelos permite uma melhor
compreensao de suas forcas e fraquezas relativas, bem como a identificagao do modelo
mais adequado para as necessidades especificas de classificagao de texto de SMS, que é
o objetivo deste trabalho. Antes de prosseguir com a anélise detalhada dos resultados, é
importante esclarecer a formatagao da Tabela 4. Os melhores resultados para cada medida
estao assinalados em negrito e os melhores resultados de cada representacao para cada
medida estao assinalados em sublinhado. Isso foi feito para facilitar a comparacao entre os

diferentes modelos e representacoes.

Tabela 4 — Comparagao modelos de classificacdo de texto para a classe 1 (cadastro desatu-

alizado).
Representacado Modelo Precisao Revocacao F1-Score AUC-ROC
SVC 0.37 0.06 0.11 0.80
BoW LogisticRegression 0.72 0.87 0.79 0.97
MultinomialNB 0.51 0.92 0.65 0.97
Random Forest 0.41 0.92 0.57 0.94
SVC 0.79 0.89 0.84 0.98
Word2Vec LogisticRegression 0.41 0.82 0.55 0.92
Random Forest 0.82 0.71 0.76 0.96
SVC 0.56 0.82 0.67 0.96
Doc2Vec LogisticRegression 0.44 0.84 0.58 0.93
Random Forest 0.72 0.75 0.74 0.96
SVC 0.43 0.88 0.58 0.94
Glove LogisticRegression 0.39 0.86 0.54 0.94
Random Forest 0.73 0.73 0.73 0.96
SVC 0.57 0.96 0.72 0.97
FastText LogisticRegression 0.60 0.95 0.74 0.97
Random Forest 0.75 0.90 0.82 0.98

BERT BERT-BasePortugueseCased 0.93 0.94 0.93 0.99
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A anadlise da Tabela 4 mostra que, de maneira geral, a representacao utilizando o
BERT obteve superioridade, alcancando os melhores resultados para a maioria das medidas,
como Precisao, F1-Score, e AUC-ROC. No entanto, a combinacao do algoritmo SVC com a
representacao FastText destacou-se em Revocacado, evidenciando a importancia de explorar
diferentes combinagoes de representacgoes e algoritmos, dependendo do foco da medida de

desempenho.

Observando os resultados dos algoritmos de aprendizado de méquina em combinacao
com diferentes representagoes, é notavel que o algoritmo Random Forest apresentou
desempenho superior para a maioria das medidas. Este algoritmo, conhecido por sua
robustez e capacidade de modelar relagbes complexas, provou ser uma escolha sélida para
a tarefa de classificacao de texto em questao. Por outro lado, o algoritmo SVM também se
destacou, principalmente na medida de Revocacdo, indicando sua eficdcia em minimizar

falsos negativos.

Além da representacao gerada pelo BERT, outras representacdes também se desta-
caram na avaliacao experimental. O Word2Vec obteve resultados significativos em Precisao
e F1-Score, enquanto o FastText destacou-se em Revoca¢io e AUC-ROC. Surpreenden-
temente, a representacdao Bag-of-Words (BoW), apesar de sua simplicidade, conseguiu
superar algumas abordagens baseadas em embeddings em determinadas situacoes, com

excecao da abordagem baseada em BERT.

Concluindo, ao comparar o desempenho do BERT com as demais abordagens, é
crucial destacar as diferencas significativas observadas. A diferenga entre o BERT e o
segundo melhor modelo evidencia o ganho substancial proporcionado por abordagens
mais complexas e sofisticadas. Essas diferencas quantificaveis reforcam a importancia
de considerar o trade-off entre complexidade e desempenho ao selecionar modelos e

representacoes para tarefas especificas de classificagdo de texto.
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7 CONCLUSOES

O SMS continua sendo uma ferramenta vital para a comunicacao entre empresas e
clientes, especialmente em transacoes e atualizagoes. No entanto, lidar com respostas em
linguagem natural apresenta desafios significativos, exigindo solugoes robustas e precisas
para identificar mensagens que requerem atualizacao cadastral. Este trabalho abordou
esses desafios, avaliando diversas técnicas de classificacao de texto, incluindo SVM, LLMs

como BERT, entre outros, com diferentes abordagens de representagao textual.

O BERT destacou-se entre os modelos avaliados, apresentando os melhores re-
sultados em todas as métricas consideradas: precisao, revocacgao, Fl-score e AUC. Este
desempenho superior sugere que o BERT pode ser considerado um padrao de referéncia

para tarefas que exigem alta precisao e revocac¢ao em linguagem natural.

No entanto, a selecao de um modelo vai além da sua eficacia. Fatores como custo
operacional, facilidade de personalizacao e escalabilidade sao cruciais. O Random Forest, por
exemplo, demonstrou ser uma opcao robusta e competitiva, sendo uma alternativa viavel
quando se considera a velocidade na predicao e outros fatores praticos. Assim, a escolha
do modelo mais adequado deve ser contextualizada, levando em conta as necessidades

especificas da aplicacao.

Este estudo fornece insights valiosos para empresas que buscam otimizar suas
comunicagoes, sendo crucial para a conformidade com regulamentacgoes de protecao de
dados, como a LGPD no Brasil. A identificacao precisa de cadastros desatualizados é vital

para manter a integridade dos dados e a privacidade do cliente.

Para futuras investigagoes, a exploragao de outras técnicas e modelos de classificagao
de texto, incluindo LLMs mais recentes, é recomendada. A eficicia dos modelos pode
variar de acordo com o dominio e a complexidade das mensagens, tornando relevante
sua avaliagao em diferentes contextos. Estudos adicionais focados na otimizacao desses

modelos poderiam fornecer diretrizes mais claras para aprimorar ainda mais sua eficacia.

Em resumo, este trabalho contribui significativamente para o campo da classifi-
cagao de texto, servindo como um guia pratico e tedrico para empresas e pesquisadores
interessados em implementar solugoes automatizadas para a deteccao de necessidades de

atualizacdo cadastral em mensagens de SMS.
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